
 

TIME SERIES FORECASTING

FORECASTING Prevision
Given a time series

Xi Xi s

We went to estimate the future
values in the series i e we want

f Xi Xi s 1 I wt

historical measuresD I
used to estimate

W Window size new value

There is a connection
between TIME SERIES FORECASTING

and REGRESSION

REGRESSION uses reins of measurements
Xs Ysl xn 1N to build a

model 94 such that

fCxiRESPONSE



There are four option since
only can both be either

SCALARS or VECTORS

X SCALAR SIMPLE REGRESSION

X VECTOR MULTIPLE REGRESSION

Y SCALAR UNIVARIATE REGRESSION

y VECTOR MULTIVARIATE REGRESSION

OSS classification can be formalized
as a

Sf we have multiale classes
for each row of our dataset
then we can have
MULTIPLE MULTIVARIATE REGRESSION

Time series forecasting ablem can
be forthllized Is a MULTIPLE UNIVARIATE

regression problem



Regression noblem can be thought of
as anve fitting problem since we

want to find the curve thet intercents
Our anoints

ift
If we see the x axis in time then
we can think obeut REGRESSION as a

method that let's us extranolute info
from the most

X time index



Consider a random noun

X s Xi Xits

if we fix the time at i

we have a set of r v Xi s X

Model to 06 TIME SERIES FORECASTING

F
fl Xi Xi si

A good estimation is one that
maximizes the exacted value

IE It I Xi I
If we work with observations then
we can define the POINT WISE ERROR as

Ei Ii Xi



By commuting the reint wise error at
different maints during our forecasting then
we can define

MEAN SQUARED ERROR MOST
N

COMMONLY

MSE IN q
I used

3 1

MEAN ABSOLUTE DIFFERENCE
N
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COMMONPREDICTION METHODS

Its fl Xi I

NAIVE I Good if there is

n w trend or if
X Xi D is smellits



NAIVE 2

IIs Xi it i

Not good
if there is
noise

MOVING AVERAGE

i

Iits In E Xi
J i wt 1

Good for smoothing the noise but
it does not take into account the
trend

All VV previous aoints love all
the same immortence in the boric
version of MOVING AVERAGE



WEIGHTED MOVING AVERAGE

i

Iw Xs W

S i wt 1

A weight Ws is introduce to
sale the importance of each
observation

Generally

further back in less immortence
time

OSI Consider the following LINEAR TIME invariant

FILTER which is a linen convolution
N

LPF Y i S heck I K
14 0

LINEAR
EYE.EE X impulse re SE OE

We can map WMA as one of mech
filters



SINGLE EXPONENTIAL SMOOTHING

In this case we love

It L Xi t LU d t

t L t 212 Xi z t

L Xi t t L Fi

where L E O t is a SMOOTHING PARAMETER

Not thet good for time series with
a very steep trend

E
Remove this

Q time series with a toned one

stationary or not
eR A time series is reid to be

STATIONARY in the wide sense if
i U content
ii c f E a En E

A
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AUTO COVARIANCE FOR
A GIVEN LENGTH OF TIME

X i STATIONARY

TIME SERIES

i

Xli
N STATIONARY

TIME SERIES i U fci
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WHITE NOISE PROCESS
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i

Stationary time series since

1 The main seems constant

2 The similarity does not seem to
change with time
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This time series is NOT STATIONARY
since before t the eutocorrarience
her e given T is high while
after E is low Therefore the
auto covariance is not just a

function of E but oho of time

The idea is then to study the
time series and remove the trend
commonent from it After that we
may estimate the seasonal commonert
end remove it



OSI we cannot medict Noise
because the auto correlation
decreases fort with the increase
of a

The obsective of time series
enelynis is to build a model
which has a MSE similar to
the variance of the irregular
component

ASSIGNMENT n 6

Write a renort discussing eachof
the previous assignments


